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Abstrak  

Ketidakseimbangan data (imbalanced data) merupakan salah satu permasalahan utama dalam 

machine learning yang dapat menyebabkan bias terhadap kelas mayoritas, sehingga 

mengurangi akurasi prediksi pada kelas minoritas. Penelitian ini bertujuan untuk mengatasi 

ketidakseimbangan data dalam prediksi status gizi balita dengan menggunakan algoritma K-

Nearest Neighbors (K-NN) dan teknik 7986penyeimbangan kelas, yaitu SMOTE, SMOTEENN, 

dan SMOTETomek. Dataset yang digunakan merupakan data status gizi balita dari Puskesmas 

Legok, yang terdiri atas 3.555 data dengan parameter usia, berat badan, tinggi badan, dan 

status gizi. Proses penelitian meliputi tahapan pengumpulan data, preprocessing, penerapan 

teknik penyeimbangan kelas, serta evaluasi kinerja model menggunakan confusion matrix. 

Hasil penelitian menunjukkan bahwa teknik SMOTE, SMOTEENN, dan SMOTETomek 

berhasil meningkatkan kinerja model secara signifikan. Teknik SMOTEENN dan 

SMOTETomek memberikan akurasi tertinggi sebesar 99%, dengan distribusi prediksi yang 

lebih seimbang pada setiap kelas. Hal ini membuktikan bahwa penerapan teknik 

penyeimbangan kelas mampu mengatasi bias terhadap kelas mayoritas dan meningkatkan 

kemampuan model dalam memprediksi kelas minoritas. Penelitian ini menunjukkan bahwa 

kombinasi algoritma K-NN dan teknik penyeimbangan kelas dapat menjadi solusi efektif dalam 

menangani ketidakseimbangan data. Implementasi hasil penelitian ini diharapkan dapat 

membantu dalam proses pengambilan keputusan yang lebih baik dalam pemantauan status gizi 

balita. 

 

Kata kunci: Balita, Status Gizi, K-NN 

 

A. Pendahuluan  

Data Mining, atau yang juga disebut sebagai Knowledge Discovery in Database 

(KDD), merupakan rangkaian proses yang mengintegrasikan berbagai cabang ilmu, 

seperti sistem basis data, machine learning, statistika, visualisasi, dan pengetahuan 

informasi, untuk menganalisis dataset berukuran besar guna menemukan pola atau 

karakteristik data yang berguna. Data Mining telah memberikan kontribusi signifikan 

di berbagai bidang ilmu, termasuk bisnis, bioinformatika, genetika, kedokteran, dan 

pendidikan (Sulistiyono et al., 2021). 

Machine learning adalah bidang ilmu komputer yang berfokus pada 

pengembangan algoritma yang dapat mempelajari atau menyesuaikan diri dengan 

pola data tanpa harus diprogram secara langsung. Machine learning menggunakan 
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berbagai metode komputasi untuk meningkatkan kinerjanya dengan memanfaatkan 

pengetahuan yang diperoleh dari pengalaman selama proses pembelajaran 

(Kurniawan et al., 2023). 

Dalam machine learning, salah satu permasalahan umum yang paling sering 

ditemui adalah data yang tidak seimbang (imbalanced data) (Pramayasa et al., 2023). 

Data tidak seimbang, atau yang lebih dikenal sebagai imbalanced data, adalah 

keadaan di mana rasio antara satu kelas dengan kelas lainnya tidak seimbang, 

sehingga terdapat kelas mayoritas (dengan jumlah data lebih banyak) dan kelas 

minoritas (dengan jumlah data lebih sedikit) (Haryawan & Ardhana, 2023).  

Ketidakseimbangan data ini berpotensi menyebabkan kesalahan dalam 

mengklasifikasikan kelas minoritas. Hal ini disebabkan oleh jumlah data yang ada 

pada kelas minoritas yang jauh lebih sedikit, sehingga dalam proses pengklasifikasian 

data cenderung bias terhadap kelas mayoritas. Dengan pengklasifikasikasian yang 

tidak bekerja dengan baik karna  data yang tidak seimbang, maka diperlukan 

pemecahan masalah ini (Ghorbani & Ghousi, 2020).  

Teknik resampling adalah pendekatan yang paling umum digunakan untuk 

menangani masalah ini. Ada tiga metode utama untuk mengatasi underclassification: 

menambah sampel pada kelas minoritas, mengurangi sampel pada kelas mayoritas, 

atau menggunakan metode hybrid yang mengombinasikan keduanya. Teknik ini 

bertujuan untuk menyesuaikan distribusi kelas minoritas saat melatih data pada 

algoritma machine learning, sehingga kelas tersebut tidak lagi menjadi minoritas. 

Metode pemodelan ini telah terbukti efektif dalam menyelesaikan permasalahan 

klasifikasi yang kompleks (Jayadi et al., 2024). 

Berdasarkan hasil penelitian (Yunus & Pratiwi, 2023), diketahui bahwa hasil 

penelitian tersebut menggunakan indeks berat badan menurut umur untuk mengevaluasi 

status gizi balita dan mendapatkan akurasi sebesar 88.06% tanpa menggunakan teknik 

penyeimbang data, berbeda dengan penelitian yang penulis 9lakukan tidak hanya 

menggunakana teknik penyeimbangan data yaitu SMOTE, SMOTE-ENN, 

SMOTETOMEK sebagai perbandingan hasil yang akan di dapatkan, tetapi juga 

menambahkan parameter tambahan yaitu usia, berat badan, tinggi badan, dan status 

gizi berdasarkan parameter tersebut. 

Penelitian yang penulis lakukan akan memfokuskan pada permasalahan 

ketidakseimbangan data (imbalanced data) yang dapat menyebabkan bias dalam 

proses klasifikasi status gizi balita. Ketidakseimbangan ini mengakibatkan performa 

klasifikasi menjadi kurang akurat. Berdasarkan hipotesis awal, penggunaan teknik 

penyeimbangan kelas seperti SMOTE, SMOTEENN, dan SMOTETomek akan 

meningkatkan akurasi prediksi pada dataset yang tidak seimbang, terutama dalam 

mengklasifikasikan kelas minoritas. Dengan membandingkan ketiga teknik tersebut, 

diharapkan dapat diperoleh nilai akurasi yang lebih baik dan hasil yang lebih 

seimbang pada setiap kelas gizi.  

Dengan permasalahan yang ada mengenai ketidakseimbangan data, maka 

penelitian ini dilakukan dengan tujuan Mengatasi permasalahan ketidakseimbangan 
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kelas dalam prediksi status gizi balita dengan menerapkan teknik penyeimbangan 

kelas seperti SMOTE, SMOTEENN, dan SMOTETomek. Membandingkan efektivitas 

ketiga teknik penyeimbangan kelas dalam meningkatkan hasil prediksi menggunakan 

algoritma K-Nearest Neighbors (K-NN). Mengevaluasi kinerja algoritma K-Nearest 

Neighbors (K-NN) pada prediksi status gizi balita setelah dilakukan penyeimbangan 

kelas. 

 

B. Metode  

Pada penelitian ini, data yang digunakan adalah data tidak seimbang dari 

dataset status gizi balita Puskesmas Legok. Data yang tidak seimbang ini akan diolah 

dengan menggunakan metode SMOTE, SMOTEENN dan SMOTETOMEK. Dalam 

penelitian ini akan dilakukan beberapa tahap seperti yang digambarkan pada Gambar 1. 

 

 
Gambar 1. Metode penelitian 

Pengumpulan Data 

Pertama tahapan pengumpulan data yaitu bertujuan untuk mengumpulkan 

data/informasi yang mendukung proses penelitian. Data yang digunakan oleh penulis 

pada penelitian ini adalah kumpulan dataset balita  yang terdapat pada Puskesmas Legok 

dengan jumlah 3555 data, dengan parameter pengukuran usia, berat badan, tinggi badan 

dan variabel status gizi untuk label klasifikasi, seperti yang tertera pada tabel  1. 
Tabel 1 

Dataset Gizi Balita Puskesmas Legok 

 
Nik Nama Usia Berat Badan Tinggi Badan Status Gizi 

3603200209228942  MUHAMMAD RAFKA RAFARDHAN 23 9.23 80 Normal 

3603606309191208  CHEROLLINE 58 17.13 102.2 Normal 

3603172708190004  MUHAMMAD AZRIEL SAPUTRA 59 14.98 109 Gizi Kurang 

3603600510198210  M. ALZAM 58 16.2 102 Normal 

3603202909190002  MUHAMMAD RAFFASYA ADITYA 58 15.55 103 Normal 

......... .......... ......... .......... ......... .......... 

3603606401203828  NADIA ZAFIRAH LATIFAH 54 22.1 106.8 Gizi Lebih 

3603202409190001  MUHAMAD DANISH SETIABUDI 58 18.15 107 Normal 

3603201809840001  
MUHAMAD FAIZZAN AZRIL 
MUSYARI 

57 18.45 110.8 Normal 

3603204508190003  ALYA KHOIRIYAH FAJRINA 60 14.35 102.4 Normal 

3603200305900004  ALESHA SHAQUIEENA 57 13.2 100 Normal 

 

Pre-Processing 

Dalam tahap preprocessing data, langkah pertama yang dilakukan adalah 

memahami data yang ada. Selanjutnya, membersihkan data dengan menangani nilai 

yang hilang dan menghapus baris yang memiliki nilai nol atau tidak relevan. Setelah 

itu, melakukan transformasi data dengan mengubah nilai kategorikal menjadi angka 



 
 
JUTIS (Jurnal Teknik Informatika Unis) 
Vol. 13 No. 2 Bulan November 2025                                                                                                        p-ISSN: 2252-5351 
Program Studi Teknik Informatika – Fakultas Teknik  e-ISSN: 2656-0860 
Universitas Islam Syekh-Yusuf Tangerang 

 

132 

 

dan menormalkan data agar berada dalam skala yang sama.  

 

SMOTE 

Metode SMOTE digunakan untuk membuat representastif dari data minoritas 

untuk mengatasi masalah yang terdapat pada ketidakseimbangan data (Yulian Pamuji 

& Dwi Arma Putri, 2023). Data sintetis ini akan membantu pengklasifikasian dalam 

membangun batas keputusan yang lebih umum, sehingga dapat mengurangi dampak 

dari overfitting (Lin et al., 2021). Selanjutnya dataset yang sudah di resampling, 

masing-masing di split dengan perbandingan 80% data training dan 20% data testing 

sebelum dieksekusi ke model klasifikasi K-NN. 

 

Klasifikasi 

K-Nearest Neighbor (K-NN) merupakan algoritma supervised learning yang 

menentukan klasifikasi instance baru berdasarkan mayoritas kategori dari k-tetangga 

terdekat. Algoritma ini memanfaatkan prinsip kedekatan (neighbor) untuk memprediksi 

kelas data baru (Cahyanti et al., 2021). 

Penelitian ini menggunakan fungsionalitas klasifikasi data, yang merupakan 

proses untuk menemukan sebuah model atau fungsi yang menjelaskan serta 

membedakan antara kelas-kelas data dan konsep-konsepnya (Putri & Wijayanto, 2022). 

Rumus K-NN menggunakan persamaan sebagai berikut: 

𝑑(𝑥, 𝑦) = ∑(𝑥𝑖 −  𝑦𝑖)2

𝑛

𝑘=0

 

Di mana: 

𝑝𝑖  adalah nilai fitur dari titik data 𝑝. 

𝑞𝑖  adalah nilai fitur dari titik data 𝑞. 

n adalah jumlah dimensi fitur. 

 

Evaluasi 

Kinerja algoritma klasifikasi dalam penelitian ini dievaluasi menggunakan 

confusion matrix. Confusion matrix memberikan gambaran tentang jumlah prediksi yang 

benar dan salah dengan membandingkannya terhadap data sebenarnya. (Imamah & 

Rachman, 2020). Hasil klasifikasi bisa dihitung tingkat akurasinya berdasarkan kinerja 

matriks. Untuk menghitung berapa tingkat akurasi pada matriks digunakan rumus: 
 

Tabel 2 

Confusion Matrix 

Actual Class Predict Class 

Positive (P) Negative (N) 

Positive (P) True Positive 

(TP) 

False Positive 

(FP) 

Negative (N) False Negative 

(FN) 

True Negative 

(TN) 



 
 
JUTIS (Jurnal Teknik Informatika Unis) 
Vol. 13 No. 2 Bulan November 2025                                                                                                        p-ISSN: 2252-5351 
Program Studi Teknik Informatika – Fakultas Teknik  e-ISSN: 2656-0860 
Universitas Islam Syekh-Yusuf Tangerang 

 

133 

 

 

 

Dari nilai-nilai yang terdapat dalam confusion matrix, selanjutnya dapat 

dihitung nilai-nilai yang digunakan untuk mengevaluasi metode klasifikasi, yaitu 

accuracy, precision, recall, dan f1-score. Nilai accuracy, precission, recall, dan f1-score 

dapat dihitung melalui Persamaan berikut: 

Accuracy =
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 

Precision =
𝑇𝑃

𝑇𝑃+ 𝐹𝑃
 

Recall =
𝑇𝑃

𝐹𝑁+ 𝑇𝑃
 

F1-score =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑁+ 𝐹𝑃
  

 

C. Hasil dan Pembahasan  

Pada penelitian ini, dilakukan implementasi tahapan penelitian mulai dari 

pengumpulan data balita dari Puskesmas Legok sampai pada tahap evaluasi model 

menggunakan perhitungan confusion matrix. 

1). Pengumpulan Data 

Pengumpulan data dalam penelitian ini dilakukan melalui observasi langsung di 

Puskesmas Legok dengan meminta data yang tersedia. Dataset yang digunakan terdiri 

dari 3.555 data balita, mencakup parameter pengukuran seperti usia, berat badan, tinggi 

badan, serta variabel status gizi sebagai label untuk klasifikasi. 

2). Pre-Processing 

Pada tahap preprocessing data, langkah pertama yang dilakukan adalah 

memahami data yang ada. Selanjutnya, data dibersihkan dengan mengatasi nilai yang 

hilang dan menghapus baris yang mengandung nilai nol atau dianggap tidak relevan. 

Setelah itu, dilakukan transformasi data dengan mengubah nilai kategorikal menjadi 

numerik dan menormalisasi data agar berada dalam skala yang sama. Sebelum proses 

SMOTE dilakukan, visualisasi data digunakan untuk memahami spesifikasinya dan 

mengamati perubahan yang terjadi sebelum dan setelah penerapan SMOTE, 

SMOTEENN, SMOTETomek seperti pada gambar 2, 3, 4 dan 5.  
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Gambar 2. Distribusi Data Sebelum SMOTE 

Berdasarkan gambar yang tertera, Grafik ini mencerminkan ketidakseimbangan 

data (imbalanced data), di mana kategori mayoritas (Normal) mendominasi dataset, 

sedangkan kategori lainnya termasuk dalam kelas minoritas. Langkah selanjutnya 

adalah mengatasi ketidakseimbangan data ini dengan teknik seperti SMOTE, 

SMOTEENN, atau SMOTETomek agar performa klasifikasi lebih optimal untuk semua 

kategori. 

3). SMOTE 

Metode SMOTE digunakan untuk menghasilkan representasi data sintetis pada 

kelas minoritas Setelah itu, dataset dibagi menjadi 80% untuk data pelatihan dan 20% 

untuk data pengujian sebelum diimplementasikan ke model klasifikasi K-NN. Berikut 

adalah representasi data setelah di SMOTE. 

 

Gambar 3. Distribusi Data Setelah Dilakukan Teknik SMOTE 
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Gambar 4. Distribusi Data Setelah Dilakukan Teknik SMOTEENN 

 

 

Gambar 5. Distribusi Data Setelah Dilakukan Teknik SMOTTomek 

Tabel 3 

Distribusi data Sebelum dan Sesudah di SMOTE 
 

Kelas Gizi Distribusi 
Data 

 Sebelum SMOTE SMOTE SMOTEENN SMOTETomek 

Gizi Kurang (1)  9 2338 2319 2319 

Gizi Kurang (2)  238 2338 2125 2125 

Normal (3) 2911 2338 1776 1776 

Beresiko Gizi Lebih (4) 240 2338 2222 2222 

Gizi Lebih (5) 87 2338 2285 2285 

Obesitas (6) 55 2338 2314 2314 

Jumlah 3540 14.028 13.041 13.041 

 

Tabel di atas menunjukkan distribusi data status gizi sebelum dan sesudah 

diterapkan teknik penyeimbangan data, yaitu SMOTE, SMOTEENN, dan 

SMOTETomek. Distribusi data status gizi sebelum dan sesudah diterapkannya teknik 

penyeimbangan data menunjukkan perubahan yang signifikan. 
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4). Klasifikasi 

Proses klasifikasi dimulai dengan membagi dataset menjadi dua bagian, yaitu 80% 

untuk data pelatihan (training) dan 20% untuk data pengujian (testing). Selanjutnya, 

model K-Nearest Neighbors (K-NN) dengan jumlah tetangga K = 3 diterapkan untuk 

melakukan klasifikasi status gizi balita berdasarkan fitur-fitur yang tersedia dalam 

dataset. Data pelatihan digunakan untuk melatih model Klasifikasi, sementara data 

pengujian digunakan untuk mengukur kinerja model dalam memprediksi status gizi 

balita yang belum diketahui kategorinya. Hasil dari pengujian model bisa dilihat pada 

tabel 4 dan 5. 

Tabel 4 

Klasifikasi Dengan K-NN Sebelum di SMOTE 

 

 Accuracy Precision Recall F1-Score 

Tanpa SMOTE 0.89 0.88 0.89 0.88 

 

Tabel 5 

Klasifikasi Dengan K-NN Sesudah di SMOTE 
 

 Accuracy Precision Recall F1-Score 

SMOTE 0.97 0.97 0.97 0.97 

SMOTEENN 0.99 0.99 0.99 0.99 

SMOTETomek 0.99 0.99 0.99 0.99 

 

Setelah melakukan implementasi algoritma K-Nearest Neighbors (K-NN). Tabel 

diatas menggambarkan hasil yang diperoleh setelah mengaplikasikan teknik-teknik 

tersebut pada dataset yang tidak seimbang dari Puskesmas Legok mengalami kenaikan 

persentasi baik dari segi accuracy, precision, recall dan f1-score.  

5). Evaluasi 

Langkah Selanjutnya evaluasi dilakukan dengan menggunakan confusion matrix. 

Confusion matrix merupakan matriks yang digunakan untuk mengukur kinerja model 

klasifikasi dengan membandingkan prediksi yang dihasilkan model terhadap label 

sebenarnya pada data pengujian. 
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Gambar 6. Confusion Matrix K-NN Tanpa SMOTE 

 

 
Gambar 7. Confusion Matrix Teknik SMOTE 

 

 

Gambar8. Confusion Matrix Teknik SMOTEENN 
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Gambar 9. Confusion Matrix Teknik SMOTETomek 

Pada gambar confusion matrix, terlihat hasil distribusi prediksi model untuk setiap 

metode penyeimbangan data yang diterapkan, yaitu SMOTE, SMOTEENN, dan 

SMOTETomek. Gambar tersebut menunjukkan bahwa setelah menggunakan teknik 

penyeimbangan kelas, jumlah True Positive (TP) dan True Negative (TN) mengalami 

peningkatan yang signifikan, menandakan bahwa model dapat melakukan klasifikasi 

data dengan lebih akurat. 

Sebagai ilustrasi, penerapan metode SMOTE mampu mengurangi jumlah False 

Positive (FP) dan False Negative (FN), yang pada akhirnya meningkatkan akurasi 

keseluruhan model. Demikian pula, teknik SMOTEENN dan SMOTETomek 

menghasilkan distribusi yang lebih merata di antara semua kelas dalam confusion 

matrix. Hal ini menunjukkan bahwa model memiliki kemampuan lebih baik untuk 

memprediksi data dari kelas minoritas, sehingga mengurangi bias terhadap kelas 

mayoritas yang sebelumnya mendominasi. 

Evaluasi ini membuktikan bahwa penggunaan teknik penyeimbangan data tidak 

hanya meningkatkan akurasi model tetapi juga memperbaiki metrik evaluasi lainnya, 

seperti precision, recall, dan F1-score, sebagaimana tercermin dalam hasil pengujian 

yang tercantum pada tabel kinerja model. 

 

D.   Kesimpulan  

Penelitian ini berhasil menunjukkan efektivitas penerapan algoritma K-Nearest 

Neighbors (K-NN) dalam memprediksi status gizi balita, terutama pada dataset dengan 

ketidakseimbangan kelas. Ketidakseimbangan data, yang sebelumnya menjadi kendala 

dalam proses klasifikasi, berhasil diatasi melalui penggunaan teknik penyeimbangan 

kelas seperti SMOTE, SMOTEENN, dan SMOTETomek. 

Hasil evaluasi menunjukkan bahwa penerapan teknik-teknik tersebut secara 
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signifikan meningkatkan kinerja model K-NN dalam hal akurasi, precision, recall, dan 

F1-score. Teknik SMOTEENN dan SMOTETomek menghasilkan kinerja terbaik dengan 

nilai akurasi mencapai 99%, yang menunjukkan peningkatan signifikan dibandingkan 

pengujian tanpa penyeimbangan data. Selain itu, teknik penyeimbangan data juga 

mampu meningkatkan kemampuan model dalam mengklasifikasikan data dari kelas 

minoritas, sehingga bias terhadap kelas mayoritas dapat diminimalkan. 

Dengan demikian, penelitian ini membuktikan bahwa penggunaan metode 

penyeimbangan kelas dalam algoritma K-NN merupakan solusi efektif untuk 

mengatasi permasalahan ketidakseimbangan data dalam prediksi status gizi balita. 

Hasil penelitian ini diharapkan mampu memberikan kontribusi dalam pengembangan 

sistem klasifikasi berbasis machine learning yang lebih akurat dan adil, terutama dalam 

bidang kesehatan masyarakat. 
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